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Introduction to Linear Programming

A linear form is meant a mathematical expression of the type
alxl +a2x2 +.... + anxn, where al,a2, ..., an are constants and
x1, x2 ... xn are variables. The term Programming refers to the
process of determining a particular program or plan of action.

So Linear Programming (IP) is one of the most important
optimization (maximization / minimization) techniques
developed in the field of Operations Research (OR).

The methods applied for solving a linear programming problem
are basically simple problems; a solution can be obtained by a
set of simultaneous equations. However a unique solution for a
set of simultaneous equations in n-variables (x1, x2 ... xn), at
least one of them is non-zero, can be obtained if there are
exactly » relations. When the number of relations is greater than
or less than n, a unique solution does not exist but a number of
trial solutions can be found.

In various practical situations, the problems are seen in which
the number of relations is not equal to the number of the number
of variables and many of the relations are in the form of
inequalities (< or ) to maximize or minimize a linear
function of the variables subject to such conditions. Such
problems are known as Linear Programming Problem (L.PP).

Definition — The general LPP calls for optimizing (maximizing
/ minimizing) a linear function

of variables called the ‘Objective function’ subject to a set of
linear equations and / or

inequalities called the ‘Constraints’ or ‘Restrictions’.



General form of LPP

We formulate a mathematical model for general problem of
allocating resources to activities. In

particular, this model is to select the values for x1, x2 ... xn so
as to maximize or minimize

Z=clxl+e2x2 +............. +enxn

subject to restrictions

allxl +al2x2 + ........+alnxn (< or 2) bl
a21x1 +a22x2 + ... +a2nxn (< or >) b2
amlx] +am2x2 + .......... +amnxn (< or 2) bm
and

x120,x220,...,xn=0

Where

7 = value of overall measure of performance
xj =level of activity (forj=1,2, .., n)
¢j = increase in Z that would result from each unit increase in
level of activity j
bi = amount of resource i that is available for allocation to
activities (fori=1,2, ..., m)

aij = amount of resource i consumed by each unit of activity j

The level of activities x1, x2......... xn are called decision
variables.

The values ofthe ¢j, bi, aij (fori=1,2 ... mand j=1,2 ...
n)are the input constants for the model. They are called as
parameters of the model.

The function being maximized or minimized Z = clx1 +
¢2x2 +.... tenxn is called objective function.

The restrictions are normally called as constraints. The
constraint ailx1 + ai2x2 ... amxn are sometimes called as
functional constraint (L.H.S constraint). xj 2 0 restrictions
are called non-negativity constraint.



Advantages of Linear Programming Techniques

1. It helps us in making the optimum utilization of productive
resources.

2. The quality of decisions may also be improved by linear
programming techniques.

3. Provides practically solutions.

4. In production processes, high lighting of bottlenecks is the
most significant advantage of

this technique.

Formulation of LP Problems

Example 1

A firm manufactures two types of products A and B and sells
them at a profit of Rs. 2 on type A and Rs. 3 on type B. Each
product is processed on two machines G and H. Type A requires
Iminute of processing time on G and 2 minutes on H; type B
requires 1 minute on G and 1 minute on H. The machine G is
available for not more than 6 hours 40 minutes while machine H
is available for 10 hours during any working day. Formulate the
problem as a linear programming problem.

Solution

Let

x1 be the number of products of type A

x2 be the number of products of type B

After understanding the problem, the given information can be
systematically arranged in the form of the following table.

Type of products (minutes)
Machine Type A (x1 Type B (x2 Available
units) units) time {mins)
G 1 1 400
H 2 1 600
Profit per unit | Rs. 2 Rs. 3

Since the profit on type A is Rs. 2 per product, 2 x1 will be the
profit on selling x1 units of type A.
Similarly, 3x2 will be the profit on selling x2 units of type B.
Therefore, total profit on selling x1units of A and x2 units of
type B is given by




Maximize 7Z = 2 x1+3 x2 (ohjective function)

Since machine G takes 1 minute time on type A and 1 minute
time on type B, the total number of minutes required on machine
G is given by x1+ x2.

Similarly, the total number of minutes required on machine H is
given by 2x1 + 3x2.

But, machine G is not available for more than 6 hours 40
minutes (400 minutes). Therefore,

x1+ x2 < 400 (first constraint)

Also, the machine H is available for 10 hours (600 minutes)
only, therefore,

2x1 +3x2 £ 600 (second constraint).

Since it is not possible to produce negative quantities

x1 2 Oand x2 2 (O (non-negative restrictions)

Hence

Maximize Z =2 x1 + 3 x2

Subject to restrictions

x1 +x2 £ 400

2x1 + 3x2 < 600

and non-negativity constraints

x1 20, x22 0

Example 2

A company produces two products A and B which possess raw
materials 400 quintals and 450 labour hours. It is known that 1
unit of product A requires 5 quintals of raw materials and 10
man hours and yields a profit of Rs 45. Product B requires 20
quintals of raw materials, 15 man hours and yields a profit of Rs
80. Formulate the LPP.

Solution

Let x1 be the number of units of product A
x2 be the number of units of product B



Product A Product B Availability
Raw materials | 5 20 400
Man hours 10 15 450
Profit Rs 45 Rs 80
Hence

Maximize 7Z = 45x1 + 80x2

Subject to

5x1+20x2 £ 400
10x1 + 15x2 £ 450

x1 >0,

Example 3

x2 2 0

A firm manufactures 3 products A, B and C. The profits are Rs.
3, Rs. 2 and Rs. 4 respectively. The firm has 2 machines and

helow is given the required processing time in minutes for each
machine on each product.

Products
Machine A B C
X 4 3 5
Y 2 2 4

Machine X and Y have 2000 and 2500 machine minutes. The
firm must manufacture 100 A’s, 200 B’s and 50 C’s type, but
not more than 150 A’s.




Solution

Let

x1 be the number of units of product A
x2 be the number of units of product B
x3 be the number of units of product C

Max Z =3x1 + 2x2 + 4x3
Subject to

4x1 + 3x2 + 5x3 < 2000
2x1 + 2x2 + 4x3 £ 2500
100< x1< 150

x2 2 200

x32 50

Example 4

A company owns 2 oil mills A and B which have different
production capacities for low, high and medium grade oil. The
company enters into a contract to supply oil to a firm every
week with 12, 8, 24 barrels of each grade respectively. It costs
the company Rs 1000 and Rs 800 per day to run the mills A and
B. On a day A produces 6, 2, 4 barrels of each grade and B
produces 2, 2, 12 barrels of each grade. Formulate an LPP to
determine number of days per week each mill will be operated
in order to meet the contract economically.

Solution

Let

x1 be the no. of days a week the mill A has to work

x2 be the no. of days per week the mill B has to work

Minimize Z = 1000x1 + 800 x2
Subject to

6xl +2x2> 12

2x1+2x2 > 8

4x1 +12x2 > 24

x120, x220



Example 5

A company has 3 operational departments weaving, processing
and packing with the capacity to produce 3 different types of
clothes that are suiting, shirting and woolen yielding with the
profit of Rs. 2, Rs. 4 and Rs. 3 per meters respectively. 1m
suiting requires 3mins in weaving 2 mins in processing and 1
min in packing. Similarly 1m of shirting requires 4 mins in
weaving 1 min in processing and 3 mins in packing while 1m of
woolen requires 3 mins in each department. In a week total run
time of each department is 60, 40 and 80 hours for weaving,
processing andpacking department respectively. Formulate a
LPP (o find the product to maximize the profit.

Solution

Let

x1 be the number of units of suiting
x2 be the number of units of shirting
x3 be the number of units of woolen

Maximize Z = 2x1 + 4x2 + 3x3
Subject to

3x1 + 4x2 +3x3 < 60

2x1 + 1x2 +3x3 < 40

x1 +3x2 +3x3 < 80

x120, x2 20, x320



Graphical Solution Procedure

The graphical solution procedure

1. Consider each inequality constraint as equation.

2. Plot each equation on the graph as each one will
geometrically represent a straight line.

3. Shade the feasible region. Every point on the line will satisfy
the equation of the line. If the inequality constraint
corresponding to that line is ‘<" then the region helow
the line lying in the first quadrant is shaded. Similarly for

*>"  the region above the line is shaded. The points lying in
the common region will satisfy the constraints. This common
region is called feasible region.

4. Choose the convenient value of Z and plot the ohjective
function line.

5. Pull the objective function line until the extreme points of
feasible region.

a. In the maximization case this line will stop far from the origin
and passing

through at least one corner of the feasible region.

h. In the minimization case, this line will stop near to the origin
and passing through

at least one corner of the feasible region.

6. Read the co-ordinates of the extreme points selected in step 5
and find the maximum or minimum value of Z.

Definitions

1. Solution — Any specification of the values for decision
variable among (x1, x2... xn) is called a solution.

2. Feasible solution is a solution for which all constraints are
satisfied.

3. Infeasible solution is a solution for which atleast one
constraint is not satisfied.

4. Feasible region is a collection of all feasible solutions.

5. Optimal solution is a feasible solution that has the most
favorable value of the objective function.



6. Most favorable value is the largest value if the ahjective
function is to be maximized, whereas it is the smallest value if
the objective function is to be minimized.

7. Multiple optimal solution — More than one solution with the
same optimal value of the objective function.

8. Unbounded solution — If the value of the objective function
can be increased or

decreased indefinitely such solutions are called unbounded
solution.

9. Feasible region — The region containing all the solutions of
an inequality

10. Corner peint feasible solution is a solution that lies at the
corner of the feasible region.

Example 1

Max 7Z = 80x1 + 55x2
Subject to

4x1+2x2 £ 40

2x1 + 4x2< 32
x120, 2220

Solution

The first constraint 4x1+2 x2 £ 40, written in a form of
equation

4x1+2x2 =40

Put x1 =0, then x2 =20

Put x2 =0, then x1 =10

The coordinates are (0, 20) and {1Q, 0)

The second constraint 2x1 +4x2 € 32, written in a form
of equation

2x1 + 4x2 =32

Put x1 =0, then x2 =8

Put x2 =0, then x1 =16

The coordinates are (0, 8) and (16, 0)



The graphical representation is

30+

25+

203
A1+ 2w =40
it 154

104 Feasible region
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5 - B

2K+ 4wy =32
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The corner points of feasible region are A, B and C. So the
coordinates for the corner points are A (0, 8) B (8, 4) (Solve the
two equations 4x1+ 2 x2 =40 and 2x1 + 4x2 =32 to get the
coordinates) C (10, 0).

We know that Max Z = 80x1 + 55x2

AL A (0, 8)
7 = 80(0) + 55(8) = 440
ALB (8, 4)

7 = 80(8) + 55(4) = 860
AL C (10, 0)

7= 80(10) + 55(0) =800
The maximum value is obtained at the point B. Therefore Max Z
=860and x1 =8,x2 =4



Example 2

Minimize Z = 10x1 + 4x2
Subject to

3x1 +2x2 2 60

Tx1 + 2x2 > 84
3x1+6x2 2 72

x120, 2220

Solution

The first constraint 3x1 +2x2 2 60, written in a form of
equation

3x1 + 2x2 =60

Put x1 =0, then x2 =30

Put x2 =0, then x1 =20

The coordinates are (0, 30) and {20, 0)

The second constraint 7x1 +2x2 > 84, written in a form of
equation

7x1 + 2x2 =84

Put x1 =0, then x2 =42

Putx2 =0, then x1 =12

The coordinates are (0, 42) and {12, 0)

The third constraint 3x1 +6x2 > 72, written in a form of
equation

3x1 +6x2 =72

Put x1 =0, then x2 =12

Put x2 =0, then x1 =24

The coordinates are (0, 12) and {24, 0)



The graphical representation is
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The corner points of feasible region are A, B, C and D. So the
coordinates for the corner points

are

A (0,42)

B (6, 21) (Solve the two equations 7x1 + 2x2 =84 and 3x1 +
2x2 = 60 to get the coordinates)

C (18, 3) Solve the two equations 3x1 +6x2 =72 and 3x1 + 2x2
= 60 to get the coordinates)

D (24,0}

We know that Min Z = 10x1 + 4x2

At A(0,42)

Z=10(0)+ 4(42)= 168

At B (6, 21)

Z=10(6)+4(21)= 144

At C(18,3)

Z=10(18)+4(3)=192



At D (24, 0}

Z=10024)+4(0) = 240

The minimum value is obtained at the point B. Therefore Min Z
=144 and x1 =6,x2 =21

Some Basic Definitions

Solution of LPP

Any set of variable (x1, x2... xn) which satisfies the given
constraint is called solution of LPP.

Basic solution

Is a solution obtained by setting any ‘n” variable equal to zero
and solving remaining ‘m’ variables. Such ‘m’ variables are
called Basic variables and ‘n’ variables are called Non-basic
variables.

Basic feasible solution

A basic solution that is feasible (all basic variables are non
negative) is called basic feasible solution. There are two types of
basic feasible solution.

1. Degenerate basic feasible solution

If any of the basic variable of a basic feasible solution is zero
than it is said to be

degenerate basic feasible solution.

2. Non-degenerate basic feasible solution

It is a basic feasible solution which has exactly ‘m’ positive xi,
where i=1,2, ... m. In

other words all ‘m’” basic variables are positive and remaining
‘n’ variables are zero.

Optimum basic feasible solution

A basic feasible solution is said to be optimum if it optimizes

(max / min) the objective function.



Introduction to Simplex Method

It was developed by G. Danztig . The simplex method provides
an algorithm (a rule of procedure usually involving repetitive
application of a prescribed operation) which is based on the
fundamental theorem of linear programming.

The Simplex algorithm is an iterative procedure for solving LP
problems in a finite number of steps. It consists of

Having a trial basic feasible solution to constraint-equations
Testing whether it is an optimal solution

Improving the first trial solution by a set of rules and

repeating the process till an optimal solution is obtained
Advantages

Simple to solve the problems
The solution of LPP of more than two variables can be

obtained.



1.5 Computational Procedure of Simplex Method

Consider an example
Maximize Z = 3x) + 2xz
Subject 1o
X+ xe=d
My -Xa =2
and x =0, x: =0

Saolution

Step 1 — Write the given GLPP in the form of SLPP
Maximize ¥ = 33, + 2x2 + Os; + sz
Subject to

X1 & Xa+ 5= 4
X1 - Xz + 5= 2
0zl 20,520,520

Step 2 — Present the constraints in the matrix form
X +3+ 5=4
X — Xz + 5p= 2

1
11 1 0] x| T4
[I o) s | [2:|
2
Step 3 — Construct the starting simplex table using the notations

C— 3 2 i 0
Hasic Ca Xa X1 Xz = Sz Mlin ratio
Variables X Xy
5 ] 1 1 1 ]
5z 0 2 1 -1 ] 1
Z=Ce Xi Ay
Step 4 - Calculation of £ and & and test the basic feasible solition for optimality by the rules
given.
Z=CgXs
=0*+0*2=0
=Z-G

A=CpX,-C=0'1+0%1-3--3
A= CpXe-C=0*1+D*-1-2=-2
A=CpX:-C=0*1+0%0-0=0
MA=CpXy-Ci=0*0D+0*1-0=0

Procedure to test the basic feasible soltion for optimality by the miles given



1 - 5]

Rule 1-Ifall &) =0, the sobition under the test will be optimal. Alternate optimal solition will
exist if any non-basic A, is also zero.

Rule 2 - If atlzast onc & is negative, the solution is not optimal and then proceeds to improve the
solution in the next step.

Rule 3 - If corresponding to any negative Ay, all elements of the colimn X are negative or zero,
then the solution under test will be unbounded

In this problem it is ebserved that &; and A; are negative. Hence proceed to improve this solution

Step § - To improve the basic feasible solition, the vector entering the basis matrix and the
vector to be removed from the basis matrix are determined.

*  Incoming vector
The incoming vector Xy is always selected corresponding to the most negative value of
Ay Tt is inclicated by (1),

+  Outgoing vector
The outgoing vector is selected corresponding to the least positive value of minimum
ratio. It is indicated by ().

Step 6 - Mark the key element or pivot element by ‘D‘.'The element at the intersection of
outgping vector and incoming vector is the pivat element.

Cj— 3 2 I 0
Basic Ca Xa Xa Xz 5 5 Min ratio
Variahles (Xs) Xa X
51 0 4 1 1 1 0D |4/1=4
52 02 i 1 0 1 |2/1=2 — ougoing
lincoming
Z=CpXe=0 [A1=3 Ap=-2 Al Ag=D

s [f the mumber in the marked position is other than unity, divide all the elements of that
row by the key element,

»  Then subiract appropriate multiples of this new row from the remaining rows, so as o
obtain zeroes in the remaining position of the column X



Basic Gy X X Xa S 5t Min ratio
Varlahles (Xa) Xi Ky
(Re=R - o) 272 =1 — oulgpi
5 0oz 0 1 -1 L
201 = 2 (reglect in
¥ 3 2 ! ! 0 L | casa of negative)
Tincoming
Z-'22% =8 | p =) Agm -8 Ag=l) Agm3

Step T - Now repeat step d through step 6 until an aptimal sohdion Is obtained.

Basic Gy X X1 Xz 5 5 | Min ratin
Variahles Xu/Xu
Ri=By 121
w o i 112 112
(R=By 4+ Bil
n 5 3 1 nooe 2
=11 Al a0 A=82 Agali2

Since all &= 0, optimal basic feasible solition is ablained

Thesefore the salition s Max 2= 11, x = 3and x; = 1




Example 1
Maximize Z = Bl + 550
Subject o
Axp + 22 < 4
2+ dx; = 32
and x=20,% =0

Solution
SLPP

Maximize Z - B0x| + 55xz + 05y + Dsg
Sulbiject to
I’.l| +Zﬂ2r!1—ﬂ.ﬂ
Zxp + dxg + 5z= 32
ezl sz=0 s=0

[ 13 0 0
Basic Ca Xm Xy Xz E] 5 Min mti
Variahles Mg S
51 [] 40 E 2 1 a 40/ 4 = 10— oitgoing
52 1] 32 2 1 1] 1 12/2-16
Tincoming
= Cofn=0 |a- B0 A;=-35  Ay=D A=l
(Ry=RB 7y
1 B 10 1 L 14 0 1112 = 20
Pa=Re- 21} _
5 [ I T 0 12 1 12/3 - 4—s aatgoing
fincoming
£ - 800 AFD A 13 Ag=d0 ]
,-R,— LR,
X B B 1 o 113 -LE
[Fe=Fz 3
Xz 55 4 o 1 -1'6 113
¥ = 860 A0 A=l A=382 Agmy

Smee all &= 0, oplimal basic feasible solution is obtained

Thesefore the salition 5 Max 7 - 860, 3% - Bandxz = 4




Exampile 2
Maximize Z - 3x, + 3%,
Subject to
3x + Ga= 13
5% o+ 2% 10
and X =0, %20

Solutlon
SLPP
Madimize £ = Sx; + Bxz + 08 + 05
Saibject i
Ixg + Sxp+ 5= 15
83Xy + 2¥z + Sg= 10
ezl a0 s5=0s=0
C— 5 3 i 0
Basbc Ca Xp M Xz 54 B Min ratio
Warkahles Xni®s
5l [} 15 3 5 ] 0 15/3=5
52 0 10 B 2z o 1 10 5 = & —+ oifgoing
tincoming,
Z-CaXe-0 |A--% A-3 A=) Ayl
(Ry=Ry— 3R
5 o s 0 f1a/s 1 a5 WSS = 45119 —
[R=Fs /5] )
X 5 2 1 2/5 [] s A -5
1
Z =10 A,=0 | A=l Ay=1
(Ry=R,/ 19/5)
Xz 3 4518 |0 1 L] 318
[RymRy -2% Ry}
kil 3 2019 1 o -2 518
| = 235/19 =0 A0 AFETY A=1619 |

Since all &= (b, optimal basic feasible solution is obeained

Thersfore the sohstion & Max 7 = 23319, %, = 20019 and x; = 45719



Exampie 3
Maximize 7 = Gxy + Taz
Subject io
X rX=d
3 -G
10x; + Te=< 35

and =0 =0

Salution
SLPP
Maximize Z = 5x; = Txz + O + 05y + O,
Subject to

on+x+ru=4

By - Bxg + 5= 2

100y + Tz + 5= 35

x0EDxE05z205:20 520

C— 5 T 0 1] 1]
Basic | Cn  Xs N X 8 % 5 Min ratin
“ariahles X /X,
5l 0 1 1 El 1 1] 0 411 = d—outpoing
52 0 i | 1 B 0 1 0 _
51 0% 10 i 1 01 35/7=5
Tincoming,
Z=CaXe=D | 5 o 0 0 <A
X 7 4 1 1 1 0 ]
(B = Bz + BR))
5 0 56 11 E 1 0
Ry = B - TRy
51 o 3 0 7 o 1
Z=2 2 0 7 1] 0 —

S all .-_'.:20, optimal basic feasible solution ks obtzined

Therefore the solution & Max £ =28, xy =0and =4
|



Computational Procedure of Big — M Method (Chame’s
Penalty Method)

Step 1 — Express the problem in the standard form.

Step 2 — Add non-negative artificial variable to the left side of
each of the equations

corresponding to the constraints of the type *>° or ‘=’
When artificial variables are added, it causes violation of the
corresponding constraints. This

difficulty is removed by introducing a condition which ensures
that artificial variables will be zero in the final solution
(provided the solution of the problem exists).

On the other hand, if the problem does not have a solution, at
least one of the artificial variables will appear in the final
solution with positive value. This is achieved by assigning a
very large price (per unit penalty) (o these variables in the
objective function. Such large price will be designated by —M
for maximization problems (+M for minimizing problem),
where M > 0.

Step 3 — In the last, use the artificial variables for the starting
solution and proceed with the usual simplex routine until the
optimal solution is obtained.



Example 1
Max Z = -2x; - Xz
Subject 1o
3y + xz=3
A+ 3 = 6
X+ Zxz= A
and x; =0, x; >0

Solution

SLPP
Max Z =-2x - X2+ 0m1 + Os2- M an - M az
Subject to
3x + 3z A= 3
A+ Az -5+ =6
x1+2x +5:=4
X1, Xg. 81, 52, 3,32 20

Cy=r -2 -1 1] 1] -M -M
Baszic Min ratio
| Variables Cr Xe X X S S Ay Az Xe X
a M3 [E] 1 [ ] 1 0 3/3=1—
a; M ] 4 3 -1 1} L] 1 G/4=13
57 (1] 4 1 2 [1] 1 il 1] 4/1=4
T
Z = -3 Z - T 1 - d4hd M 1] ] 0 =
X1 -2 1 1 1/3 0 1} x L] /113 =3
=+ -M 2 -1 1] X 1 B/5/3 =1.2—
57 0 3 0 5/3 1] 1 i 0 4/5/3=1.8
o T
Z= 2 3M o & :HJ o x 0 -4y
x -2 &5 1 Li] 15 1] X X
Xy -1 G5 o 1 -35 1} X X
5z 0 1 0 L] 1 1 X b
Z=-12/5 0 0 /5 0 X L

Since all &> 0, optimal basic feasible soluson is obtained

Therefore the sohition is Max Z = -12/6, x, = %5, x; = 65




Example 2
Max Z =3x, - Xz
Subject to
2x) 4+ x=2
X+ dzs3
=4
and x> 0,x >0

Solution
SLPP
Max 7 =3x; - xz + Osy + Osg + Osz- May
Subjert (o
2x] + x3— sy = 2
x+3Ixg+s; =3
N+53=4
X, %, 5, 5,5 820
G — 3 -1 1] a 0 -h
Basic Min ratio
Variables Ca Xa X Xz 51 5z 53 Ay
a ™M 2 H 1 1 [ 0 1 .
52 o 3 L ] o 1 0 1]
53 1] 4 1] 1 [1]) 1] 1 1]
j
Z=-2M -ZM-3 -M+1 M 0 0 4] ]
x 3 1 L /2 -142 ] 0 X -
5y 1] 2 a e 1! 1 0 X 212 = 4—
53 [} 4 1] 1 1] o 1 X -
1
Z=13 0 52 -3z 1] 0 X —dy
x| 3 3 L 3 1]} 1z [ X
5] o 4 [H] b 1 2 0 X
53 1] &4 ] 1 [1]) 0 1 X
Z=9 1] 10 0 32 o] X

Since all A4 = 0, optimal basic feasible solution is obtained

Therefore the solntionis Max =9, x =3, xz =0




Exampie 3
MinZ = 2x; + 3%
Subject io .
X+ 25
X+ B2 6
and 20,520

Salution

SLPP
MinZ « Max 7 = -2y, - 3xg + 08, + 053 Mg, - Mz
Sulect to
X+ K-S =3
¥+ 2Nz-Set B= B
X X, 5 Sl by 20

0 — -2 F i M M
Basic Min ratio
Vahles| €2 Xa | X X5 s A A oy
1, ™M 5 1 1 1 il T 0 51-5
e | M E 1 B o | 0 1| BlZ-d—
t
Z--1M| M2 M3 M M 00 | by
3 Mooz || i -1 1z 10X 212 = 4—
X; 33 12 1 1] .12 g X 11/2 -6
Z--2M-a| (Me}iz 0 M (Me3dz 0 X | —ly
N A 1 [ F] 1 X
x, 31 0 1 1 -1 X
Z--11 [ i 1 1 X |

Sinoe all &2 0, optimal bask: feasible saliition is obtained

Therefore the solstion is Z' - -11 which Impllns MaxZ-11,% =4, x;=1




Steps for Two-Phase Method

The process of eliminating artificial variables is performed in
phase-I of the solution and phase-II is used to get an optimal
solution. Since the solution of LPP is computed in two phases, it
is called as Two-Phase Simplex Method.

Phase I — In this phase, the simplex method is applied to a
specially constructed auxiliary linear programming problem
leading to a final simplex table containing a basic feasible
solution to the original problem.

Step 1 — Assign a cost -1 to each artificial variable and a cost 0
to all other variables in the objective function.

Step 2 — Construct the Auxiliary LPP in which the new
ohjective function Z* is to be

maximized subject to the given set of constraints.

Step 3 — Solve the auxiliary problem by simplex method until
either of the following

three possibilities do arise

i. Max Z* < 0 and atleast one artificial vector appear in the
optimum basis at

a positive level (Aj> 0). In this case, given
problem does not possess any feasible solution.

ii. Max Z* =0 and at least one artificial vector appears in the
optimum basis

at a zero level. In this case proceed to phase-IL

iii. Max Z* = ( and no one artificial vector appears in the
optimum basis. In

this case also proceed to phase-II.

Phase IT — Now assign the actual cost to the variables in the
ohjective function and a zero cost to every artificial variable that
appears in the basis at the zero level. This new ohjective
function is now maximized by simplex method subject to the
given constraints. Simplex method is applied to the modified
simplex table obtained at the end of phase-I, until an optimum
basic feasible solution has been attained. The artificial variables
which are non-basic at the end of phase-I are removed.



Example 1

Max 7 = 3x) - xz

Subject to
2x) + a3 =2
X+ Iz =2
X<

and x=0 %20
Solution

Standard LFF
Max Z = 3x) - x3
Sulyject o
2X) + Xp— S+ 3= 2
xit+dors =2
Xz+53=+4
X, Xz. 51, 5. 53,8 20
Aauxlliary LPP
Max Z* = O - O + 051 + D5z + D81y
Subrject o
2x) + xz—sp+ m= 2
X+ +msm =2
Xzt 53 =4
X1, Xz. 5, 52 5aa =0

Phase |
G i [i] [i] i} a -1
Baslc Min ratlo
Varlables | ©8 X X X 5 2 5 Ay o /M
a -1 2 B 1 -1 o a 1 1—
sz 1] 2 1 3 o 1 a o 2
53 i 4 i 1 0 1} 1 -
Z= = -2 -2 -1 1 0 1] 1] iy
Y [i] 1 1 L'z -172 o [i] X
sz 0 1 o 'z 12 1 [i] X
51 0 4 0 1 0 1] 1 X
Z*=0 0 0 0 0 1] X e

Since all & =0, Max Z2* = 0 and no ariificlal vecior appears In the basls, we proceed fo phase 11




Prase I1

N T 0 00
Basle Min ratio
e e sk S s MM
o I R I iz 1z 0 0 -
s |0 1| 0 s o1 e =
5, |0 a4l oo L0 0 1 -
1-3 D I I B b
w3 o2 1 o0 10
s |0 2| @O T T A
5 |0 4] o S B N
1-% D w030 b

Sz all &= 0, opl imal basic foasible solution i obiained

Therefore the solitlon s Max Z = 6, % = 2, &z =0




Example 2
Max £ = 5x; + fx;
Subject i
Ixg + 223
X+ 44
K+ %53
and 120,520

Solution

Standard LPP
Max £ = 5x; + Bx;
Subject to
3+ 2xz -5+ =3
x+dnz-s+m =4
X+X+s=5
X1, %2, 51, 5, 5,3, 1 20

Axiliary LPP
Max Z* = Oxy + Ox;p + Osy + 08z + Os3-10y -1az
Subject to
I+ 2 -5+ =3
X+ dxz -5+ =4
X+Xp+5=5
X1, %z, 81, 5, 5,3, 1 20



Oy + Oz + Osp + Osz + Os3-lag -laz

Subject to
Bxg + Zxp-5 4+ =13
X+ 4dxz —me+az =4
x+xmtsy=h
Xy, Xz, %1, 8, 50,083 20
Phase |
C)— o o o [1] 0 -1 -1
Basic Min ratic
variablos Ca Xe X X 5 S Sq Ay Az Xa X
ay -1 3 3 4 -1 o L1} 1 a &E
& -1 4 1 E 0 -1 0 o 1 1—
S5 o 1 1 0 4] 1 1] 0 3
1
= =-T -4 -6 1 0 1) a —ty
a -1 1 | 2] 1] -1 [ 1 X e
Nz a 1 174 1 o L 1] X 4
=3 a 4 34 o o 1 1] X 163
1
Z*=-1 512 o 1 1] 1] X iy
X1 a 2/5 1 o -5 L] X X
X3z a W10 o 1 110 a X X
53 a 37/10 [u] o 3/10 1 X X
L* =0 1] a a 4] () X X =y

Since all Ay =0, Max £

= 0 and no arificial vecior appears in the basis, we proceed (o phase 11

Phase 11
T — 5 El 7] il i
Basic Min ratio
Variables | T8 X * ¥z S Ss My My
Xy 5 205 1 0 -215 [} 2
Xz g W0 L] 1 /1o 0 -
N a 3710 1] 0 A0 1 ar
7= 465 0 1] -GS 1] iy
=2 a 2 5 0 -2 1 (1] -
Xz B a2 2 1 -1.12 1} o -
5 0 7i2 -1z 0 [1:2] 0 1 7—
1
=12 T 0 -4 1] 0 ]
£ a 16 3 o 1] 1 2
Nz B 5 1 1 1] 1] 12
5 a 7 -1 0 1 1} 2




Phase 11

T — 5 Fl ] i i
Basic Min ratio
varmbles | T2 e X X2 S 52 5 Ky 1%y
X1 5 25 1 0 215 0 P
X2 ] &10 0 1 1110 a -
Ty 0 370 0 1 k] 1 ar
Z =465 0 L] -GS TS 0 —]
%2 o 2 5 0 -2 1 o -
X B a2 2 1 -1/2 0 o -
5 02| e 0 12 0 1 7—
1
=12 7 0 -4 0 0 ]
Sz o & ] 0 1] 1 2
X2 B 5 1 1 i} 0 12
5 0 7 -1 i 1 i 2
Z =40 3 1 1] 1 4

Since all Ay = 0, optimal basic feasible solition is obtained
Theeefore the salution is Max Z = 80, x1 =0, 5 =5

Example 3
Max Z = -4x) - 3xz - 9
Subrject to
2xg + dxp + Bazz 15
Bxp + 2z + Bxg> 12
and 20, x; 20, 5320




Stamiard LPP
Pax Z = -4x; - 3Xs - 9%
Sulbject 1
BNy + A - BXy - S By 15
Xy - Npor B - Sz Hp = 12
Xy Kg . S Sg g By =0

Auxiliary LPP
Max 7% = 0, - 00 - Oy + 0%y + 05 - 13 -18g
Subject to
22X, + 4%z + By - S+ Ba= 15
X, - N+ BNy - S+ By = 12
X3, X2, S, 5z, @y @z =0

Phase |
C, — a 1] [] 1] a -1 1
Basic Belim ratio
wariahles | C= Xn X Xz M N e A Ag Mg (X
EN -1 15 2 4 3 -1 a 1 a 15/6
s -1 1z [ 1 E ] -1 o 1 2—
T
Z* - 27 -B -5 -12 1 1 o o —Ay
ay -1 3 -4 [] -1 1 x 1—
£ 0 F 1 16 1 [1] ] X 12
T
F* - -3 a -3 [1] 1 -1 [] X —
x o 1 ETEY 1 [] ITE] e B E
Xa a 1156 | 22118 1] 1 118 -4/18 X X
Z* -0 a ] L] L] L] i X

Since all &= &, Max Z* = 0 and no artificial vector appears in the basis. we proceed to phase I1.

Prase 11
C,—~ 4 3 ) o o
Easic Plin ratio
. [ x X X, x
Variables | " : : : Xz X
Xz -3 ] 1 a -
X3 ] FEIE | [i] 1 Az
= 342 -3 [v) 1] —
x -3 3 [ T 1211
x 4 Wz 1 1] 18/22
Z - -15 1] o ZTi11 Tl 511 —

Sipce all 4> 0, oplimal basic feasible solution fs obiained
Thesefore the solstion is Max Z = 15, X, = 32 %, = 5, % = 0

Ie 3



Exampile 4
Min Z = 4, » 2z
Subject in
3Ny + Npm 3
AN+ 3> 6
X+ 2np =4
and x =08 20

Sonnion
Standard LFP
MinZ = Max 7 = — 43 — x3
Subject 1o
3 +Xara=3
4% + 3X: - Sar @z =6
v Bz S =14
Xy, ¥, 5, 5 By B 20
Aailiary LPP
e 2° = Dx; — Oxz + O5g + 05y —la; —lag
Subject to
3G+ Nzr B3
A%, + 3x; — S+ @ =6
Har 2zt =4
Xy, ¥, 5y, 5 By B 20
Phase |
C— ] o [ -1 -1
Easic Min ratio
Varibles | 8 Yn X 5 5, Ay A; Xa X
a -1 3 E] o [ 1 o 1—
% -1 6 1 -1 o [} 1 L]
5 il 4 1 1] 1 ] [ 4
T
Z* - .9 -1 1 ] [} o
X a 1 1 (1] [1] X 1] 3
a 1 2 a -1 L] X 1 Wo—
Sz 1] 5 1] 1] 1 X 1] 45
1
] i -5'3 1 i X [
X ] 35 1 [ Us [ X x
Xz o 65 a 1 -35 ] X X
-] 0 1 1] i 1 1 X y
-0 1] 1] 1] 1] X %

Since all 4, 0, Max Z* - 0 and no anificlal vector appears in the basis, we procesd 10 phiase 11
I



Ci—= '] [] ] o a1 a
Fasl S
'-"arn:btlns Ca X X X 5, 5, A A, }(: :I-;;:n
o - E] 1 o 0 1 o T—
a 1 & ] 3 a1 n o X -
= I 1 2 o 1 00 4
T
7% -8 -7 -4 1 a o o
Y o 1 1 s - a— —
. 1oz o By o Ko e
5 0 a 0 b 1 I g
)
T m-? ] -5i3 a " o
u G a ) Y X
= L 1 0 ¥
= g 1 a a 1 X i
- 1} o a " ¥

Since all &= 0, Max Z° - 0and no artificial vector appears in the basis, we proceed (o phase 11

Phase 11
[ -4 -1 0 o
Basic Min satio
Varables | &8 Y0 | X G S Sz Xy X,
X -4 £ 1 o 2 1] ¥
Nz -1 s o L -5 (1] =
5 0 1 ] [} il 1 1+
i
£ — -1BS o o -1/5 0 —]
X -1 25 1 L] 0 -145
Xz -1 WS o 1 o als
5 0 1 o '] 1 1
Z =-17/3 o 1] 1] 145 —ay |

Simce all 4= 0, optimal basic feasible solulion is obtained

Therefore the solution s Max £ - -17/3
MinZ = 17/5, x; = 2/5, Xz = W5






