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Matrices: 

A matrix (plural matrices) is a rectangular array of numbers, symbols, or 

expressions, arranged in rows and columns. For example, the dimension 

of the matrix below is 2 × 3 (read "two by three"), because there are two 

rows and three columns:  

A matrix with m rows and n columns is called an m × n matrix or m-by-

n matrix, while m and n are called its dimensions.  

  

 

Square matrix main types of matrices: 

1- Square matrix: 

A square matrix is a matrix with the same number of rows and columns. 

An n-by-n matrix is known as a square matrix of order n. aii  . 

 

A=  

 

2- Diagonal matrix: 

All entries outside the main diagonal are zero.  A=   
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3- Upper triangular matrix: 

If all entries of A below the main diagonal are zero. A=  

 

4- Lower triangular matrix: 

All entries of A above the main diagonal are zero. 

 

A =  

 

5- Identity matrix: 

The identity matrix In of size n is the n-by-n matrix in which all the 

elements on the main diagonal are equal to 1 and all other elements are 

equal to 0. 

 

 

Basic operations of matrices: 

There are a number of basic operations that can be applied to modify 

matrices. 

1- Addition 

The sum A+B of two m-by-n matrices A and B is calculated entrywise: 
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2- Subtracting 

To subtract two matrices: subtract the numbers in the matching 

positions: 

 

Note: subtracting is actually defined as the addition of a negative matrix: 

A + (−B) 

 

3- Multiplication of a matrix by a scalar 
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Properties 

 

 

 

4- Matrix multiplication 

Matrix multiplication is a binary operation that produces a matrix from 

two matrices. For matrix multiplication, the number of columns in the first 

matrix must be equal to the number of rows in the second matrix. The 
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result matrix, known as the matrix product, has the number of rows of the 

first and the number of columns of the second matrix. 

If A is an m × n matrix and B is an n × p matrix, the matrix product C = 

AB defined to be the m × p matrix. 

   

Matrices and Systems of Simultaneous Linear Equations 

We now see how to write a system of linear equations using matrix 

multiplication.  

  

Properties 

AB ≠ BA.        are square matrices of the same size. Even in this case, one 

has in general. 
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5- Dividing 

And what about division? Well we don't actually divide matrices, we 

do it this way: 

 

6- Transpose of a matrix: 

In linear algebra, the transpose of a matrix is an operator which flips a 

matrix over its diagonal, that is it switches the row and column indices 

of the matrix by producing another matrix denoted as AT. 

[AT]ij = [A]ji      If A is an m × n matrix, then AT is an n × m matrix. For 

example 
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Properties 

For matrices A, B and scalar c we have the following properties of 

transpose: 

 

 

7- Trace of a matrix 

In linear algebra, the trace (often abbreviated to {A}) of a square matrix 

A is defined to be the sum of elements on the main diagonal (from the 

upper left to the lower right) of A. The trace is only defined for a square 

matrix (n × n). 
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Properties 

 

A matrix and its transpose have the same trace: 

 

Trace of a product 
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8- Determinant of a matrix 

In linear algebra, the determinant is a scalar value that can be computed 

from the elements of a square matrix and encodes certain properties of the 

linear transformation described by the matrix. The determinant of a matrix 

A is denoted |A|. 

                                 

The Leibniz formula for the determinant of a 2 × 2 matrix for finding area 

of plane. 

Similarly, for a 3 × 3 matrix A, its determinant is the Laplace formula for 

the determinant of a 3 × 3 matrix is: 
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Properties of the determinant 

 

9- Inverse of a matrix 

For a square matrix A, the inverse is written A-1. Non-square matrices do 

not have inverses. 

Note: Not all square matrices have inverses. A square matrix which has 

an inverse is called invertible or nonsingular, and a square matrix without 

an inverse is called noninvertible or singular. Why we need the inverse 

??? because there is not divided in matrix. 

How many methods to find inverse square matrix with ex.??  

Properties 

Furthermore, the following properties hold for an invertible matrix A: 

• (A−1) −1 = A 

• AA-1 = A-1A = I 

• (kA)−1 = k−1A−1 for nonzero scalar k 

•  (AT)−1 = (A−1) T; 

• For any invertible n-by-n matrices A and B, (AB)−1 = B−1A−1.  

• det A−1 = (det A) −1. 

https://www.mathwords.com/s/square_matrix.htm
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In relation to its adjugate 

The adjugate of a matrix A can be used to find the inverse of A as follows: 

If A is an n x n invertible matrix, then 

 

Inversion of 2 × 2 matrices: 
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Inversion of 3 × 3 matrices: 

 

Special Matrices  

In this section we introduce some important special matrices can be used 

in necessary application: 

1- Diagonally Dominant Matrix: 

In mathematics, a square matrix is said to be diagonally dominant if, for 

every row of the matrix, the magnitude of the diagonal entry in a row is 

larger than or equal to the sum of the magnitudes of all the other (non-
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diagonal) entries in that row. More precisely, the matrix A is diagonally 

dominant if: 

  

If a strict inequality (>) is used, this is called strict diagonal dominance. 

Examples: 
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2- Band matrix 

Band matrix is a sparse matrix whose non-zero entries are confined to a 

diagonal band, comprising the main diagonal and zero or more diagonals 

on either side. 

p is the lower bandwidth if aij=0 for i > j+p.  

q is upper band width if      j < i+q. 
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Examples: 
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3- Monotonic Matrix 

A monotonic matrix of order n is an n×n matrix in which every element 

is either 0 or contains a number from the set {1,...,n} subject to the 

conditions. 

 

4- 
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