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Chapter One

Reviewing of Matrices

Matrices

Matrix is an array of numbers, symbols, or expressions, arranged in rows and columns. A matrix is
usually shown by capital letter. There are many things we can do with it.

Operations on Matrices

Adding

To add two matrices: add two numbers in the matching positions; note that the two matrices must the

same size, where: A = [Ccl Z B = [2 {1

_[a b e f]l] [a+e b+f
A+B—[c d]+[g h]_[c+g d+h

Subtracting

To subtract two matrices: subtract two numbers in the matching positions; note that the two matrices
must the same size, Subtracting is actually is addition of a negative matrix (A+(-B)),

where: A=[Ccl Z], B=[; Z

omascnlt O[5 1

Multiply by a Constant (Scalar Multiplication)

We can multiply a matrix by a constant as follows:

LI R A

1 2 4 2 0 0
for the matrices A=|-3 0 —-1|and B=|1 —4 3| find(a)3A, (b)-B, (c)3A-B
2 1 3 -1 3 2
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Multiply by another Matrix

To multiply two matrices, we need to do the dot product. Note that the number of columns for the first
matrix must the same number of rows for the second one.

a b Bz[e f
Cc dz*z’ g h*Z

-/

_[a b e fl _[axe+bxg axf+bxh
A*B_[c d]*[g h]_[c*e-i—d*g cxf+dxhl,,

where: A= [

While:
a b c j k
A=1|d e f] , B=11 m]
g h iy, n 0z
a b c] [j k (axj+bx*xl+c*n) (axk+bxm+cx*p)
AxB=|d e f]* l m]z (dxj+exl+fx*xn) (dxk+exm+ f*p)
g h il In p (g*j+hxl+ixn) (gxk+hsm+ixp)| .

-1 3

4 — 3 2

find the product A B, where: A =
4 1 2%2

and B = [:
3%2

find the product A B, where: A = |—1

= N
]
w
*
=
Q
>
o
oy
I
—
—_
I
\S}
I
w
—_
=
*
w

-1 3 1 4
find the product A B, where: A =14 -2 and B=|-2 §5
5 3%2 3*2

Transposing

To transpose the matrix, swap the rows and columns.

la b cl a| B
where: A4 = l J ,then AT =|b| &
d@ e [, ¢ ml.,
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properties of Transposing:

1. (AT =4 Transpose of transpose

2. (A+B)T=AT+ BT  Transpose of a sum

3. (cA)T=c4h) Transpose of scalar multiple
4. (AB)T = BT AT Transpose of a product
2 1 -2 3 1
show that (A B)T and BT AT are equal, where: A=|—-1 0 3 and B=|2 -1
0 -2 1154 3 013,

Trace of matrix

The trace of matrix A,., (square matrix) is denoted trace { } and is equal to the sum of its diagonal

:
elements, where: A = lac l:l]
12x2

,then tr(A) or {A}=a+0b

3 0 1 5 2 6 1 3
A=|-1 2 ,B=[g _;] ,C=[; ‘11 g ,D=|-1 0 1] JE=|-1 1 2]
1 1l5, 22 2+3 3 2 4l 4 1 335

Find: (1) tr(D), (2) tr(A), (3)tr(D-3E), (4)tr(BC)
(5) AB, (6) BA, (7) ccT , (8) (D AT
(9) 24T + ¢, (10)DT — ET, (11) (D — E)T

Determinant of a Matrix

The determinant of the matrix A denoted by]| |, then the determentis | A |;

Determinant of a matrix of size 2*2:

where: A=[Ccl Z ,then |A|l=axd—-b=xc
2%2

2 0

EX: find |A| for A = [0 1
2%2

Al=(2%1)—(0%0)=2-0=2
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Determinant of a matrix of size 3*3:

where: B =

a b c
d e f] ,then |Bl=+4a(exi—fxh)—b(d*xi—fxg)+c(d*xh—ex*g)
h 1
3%3

g
1 0 =3
Ex: find|B| for B=|2 -2 1
3%3

0O -1 3

Bl = +1((=2%3) = (1 =1)) = 0((2*3) = (1 % 0)) + —3((2 * —1) — (=2 * 0))
B = +1(=6+1) = 0(6 = 0) — 3(=2 —0)

|B] = +1(=5) — 0 — 3(—2)

|IB|=-5+6

Bl =1

Inverse of a Matrix

The inverse of a matrix A denotedas 471; A 1= adxA)
Inverse of a matrix of size 2x2 defined as follow:
a b . d -b
Wh A= , th Al = d—b=*c, dj (4) =
ere [c al., en |Al=ax * C adj (A) [_C a]Z*z
A1 = adj (4) _ 1 [ d —b]
|A] axd—bxc L—¢ aly.o
Inverse of a matrix of size 3x3 defined as follow:
All A12 A13 adi (A)
Where A = |4y, Ayy Ayl , then A71= # , adj (A) = (Cof. AT
A31 A32 A33 3%3

A =101 Q3 QAz3

a3; dzz ds3

a1 Q33 ‘113]
3%3

|A] = + aq1[(azz * azz) — (az3 * azz)] = agz2[(@zq * azs) — (azz * azy)] + as3[(azq * as;) — (az; * azq)]

la a L
Ay = (D |a':22 a2333| = (1" [(azz * ass) — (a3 * as;)]
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i+j | 421 Q23 i+j

A = (=D az;  assl” (=1 [(az1 * ass) — (azs * asy)]
i+j | 421 Q22 i+

Az = (=™ az; Azl - (=1 [(az1 * asz) — (azz * asy)]
i+j | 412 Qa3 i+

Az = (=D az; assl” (=D [(a12 * ass) — (as3 * as;)]
1a a L

Ay = (- a;l ;333 = (1" [(az1 * ags) — (a3 * asy)]
1a a L

Azz = (- a;l al322 = (D" [(ay;1 * asz) — (a12 * az1)]
1a a L

Az = (=D a2122 611233 = (=D [(a12 * az3) — (ay3 * az3)]
1a a L

Az, = (=D a2111 611233 = (=D [(a11 * az3) — (ay3 * az1)]
i+j | 411 Q12 i+

Azz = (=)™ Az Aol ” (=D [(ay1 * azz) = (as2 * az1)]
A A Ag A A A

Cof. A=Az Az Azz| (Cof. A)T = |41 Ay Ags
A3y Az Aszlyg 31 Az Azl 55

, T -1_ 1 T
adj (A) = (Cof. AT , A —E(Cof. A,

Forcheck: AAl=1

Note: For check the solution of inverse, the following condition must be met:
AA~! =1, where I is a unity matrix.

Note: A general (n*n ) matrix can be inverted using methods such as (minors, cofactors and adjugate),
the Gauss-Jorden elimination, Gaussian elimination, or LU decomposition. The square matrix is called
invertible (or non-singular) if it have inverse & it is called singular if determinant of it equal zero.

Note: Let A and D two square matrices of same size,

D s called similar A to if there exists an invertible matrix € such that D. = C~1AC, where C is called the
modal matrix, The transformation A into D using D = C~1AC is said to be similarity transformation.
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-find Al for A= [S 2]
2%2

1 0 -3
.find Bl forB=|[2 -2 1]
3%3

0 -1 3

- D= [(2) (1)], A= [; __20] ,C = ﬁ g],find if D issimilarto A

Dividing
Dividing two matrices A and B as follows:
A/B=Ax B!

Where B~ 1 is the inverse of a matrix B.
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Types of Matrices

%+ Symmetric Matrix

A matrix is symmetric if it is equal to its own transpose; it is symmetric across the diagonal.

l A= [g :ﬂ , AT = [é i ; A= AT Then A is a symmetric matrix.

4 Antisymmetric Matrix

Antisymmetric (skew-symmetric) matrix is a square matrix whose transpose equals its negative.

lWhere Az[(l) _01], ATz[_O1 é , —A=[_01 é]

AT = —A Then A is antisymmetric matrix.

4 Orthogonal Matrix

A matrix is called orthogonal if AT = A1 (ie. AAT = ATA=1).

forthe matrix A = , provethat A isorthogonal matrix.

Wik WINWIN
wleluwlll\,
WINWINW|[R

% Orthonormal Matrix

A matrix is called orthonormal if:

Aisasquare matrix, AT = A7!, |Al=1

forthe matrix A = prove that A isorthonormal matrix.

S-Sl
Sl e

4 Diagonal Matrix

A matrix is called a diagonal matrix in which the entries outside the main diagonal are all zero.
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#+ Lower Triangular Matrix

A square matrix is called lower triangular if all the entries above the main diagonal are zero.

% Upper Triangular Matrix

A square matrix is called upper triangular if all the entries below the main diagonal are zero.

#+ Hermitian transpose Matrix

A" denotes to the conjugate transpose or Hermitian transpose by taking the transpose of and then
complex conjugate of each entry,

(i.e. negating their imaginary parts but not their real parts).

Ex: Where 4 = [1 i—i _Zi_ i] then AH = [_21+i 1_—i i]

+ Unitary Matrix
The square matrix 4 is called unitary matrix if Af = A~1.

The unitary matrix leave the length of a complex vector unchanged, but for real matrix, unitary is the same as
orthogonal.

is a unitary matrix.

% Hermitian Matrix

Hermitian matrix (self-adjoint matrix) is a complex square matrix that equal to its own conjugate transpose.

Ex: A= [1 _1|_ i 1 2_ i is Hermitian matrix.
4+ Skew-Hermitian Matrix
Skew-Hermitian matrices: A% = —A.
Ex: A= [ L . 2+ i] , prove that A is Skew-Hermitian matrix.
-2+ 0
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AH:[zii _Zo_i]' _A:[Zii _Zo_i]

AH

—A matrix is Skew-Hermitian
% Normal Matrix

Normal matrices: ATA = A A",

Special Matrices

4+ Diagonally Dominant Matr

A matrix is called diagonally dominant matrix if for every row of the matrix, the magnitude of the diagonal entry
in a row is larger than or equal to the sum of magnitudes of all the other (non-diagonal) entries in that row

lag | = Yi#j|ag|

However a matrix is called strictly diagonally dominant if |a;; | > Y i # j |ai]- | and strictly diagonally dominant is
non- singular.

Ex:
3 =21

A=|1 =3 2| isdiagonallydominantsince |3| = |-2|+ |1|, =3 =021 =21, 4] = [-1] + |2]
1 2 4l

- Classify the following matrices as diagonally dominant, strictly diagonally dominant or unknown:

1 2 4 -4 2 1 -6 2 1
A=|-3 0 -1, B=|1 6 2|,C=]1 4 2|
2 1 3 1 -2 5 1 -2 7

+ Band Matrix

A band matrix is a spare matrix (i.e. a matrix in which most of the elements are zero) whose non-zero
entries are confined to a diagonal band, comprising the main diagonal and zero or more diagonals on the
other side.

matrix is Band matrix.
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#+ Tridiagonal Matrix

A square matrix with non zero elements only on the main diagonal, the first diagonal below this, and the first
diagonal above the main diagonal (i.e. along the subdiagonal and superdiagonal).

matrix is Tridiagonal.

The tridiagonal is not necessary symmetric and it is kind of band matrix.

+ Monotone Matrix

A monotonic matrix of order n is an (n*n) matrix in which every element is either zero or contains a number from
the set {1, 2, ....,n}

(i.e. Ais an ( n*n) matrix is monotone if all elements of A™! are nonnegative), Matrix is non-singular matrix.

Ex: (1) g], H é], H g], [i ﬂ These matrices are monotone

Pseudo Inverse of a Matrix
The matrix (ATA)"1AT is called pseudo inverse of a matrix A and denoted by pinv(A).

The pseudo inverse can be expressed of a rectangular matrix, or not invertible square matrix
1 1

-1 1
2 3 3%2

1 1
Solution: ATA = [1 -1 2] * [—1 1‘
2%3 342

Exi Find A~ 1 for the following matrix: A =

1 1 3 2 3
(A1) +(-1x-1)+(2%2) I*x1D)+(-1*x1)+(2=*3)] _[6 6
“lasD+@Ar-1D)+@*2) (1+1) +(1*1)+ 3+*3) _[6 11]
dj (ATA
(AT = . |]A(TA| )

|ATA| =6+11—6x6 =66 — 36 =30
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i = [ F]-1¢ 5]

6 6
11
. T — — —
T _1_ad](AA)_i 11 -6] _ 30 30
@A) = |ATA| _30[—6 6]_ 6 6
30 30

-17
30

o = o= (1% S 236 4|

S olr
=Y
ml»—lmll\)
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Chapter two
Eigenvalues, Eigenvectors and its Applications
Suppose that is a square (n * n) matrix. We say that a nonzero vector v is an eigenvector (ev) and a scalar 4
is its eigenvalue (ew) if: Av=14v ... (2-1)
Geometrically this means that is in the same or appositive direction as v, depending on the sign of A.
Notice that Equation (2.1) can be rewritten as follows: Av—Av =0
Since Iv =v , we can do the following:
Av—Av=Av—2Alv=(A—ADv =0
If v is nonzero, then the matrix (A — AI) must be singular and |4 - 41|

This is called the characteristic equation (or characteristic polynomial p(4)

Calculating Eigenvalues and Eigenvectors

If is (2 x 2) or (3 x 3) matrix then we can find its eigenvalues and eigenvectors by hand.

Eigenspace of 4 is a space consist of set of all eigenvectors of a square (n * n) matrix (A) corresponding to 4,
together with zero vector is a subspace of R™

Ex: Find eigenvalues and eigenvectors for the matrix A = [é g
solution:

_ 1 4 1 01_1 4 _ 142 01_[1-42 4
a-u=y ol-ay =3 ol-[6 A=15 SZ

A-A=1-DGB-2)—-4+3)=(5-2-52+42)—-12=(22-6A1+5)—12 = 2> — 64— 7 (This
called characteristic polynomial)

characteristic polynomial 42 —641—-7=0-> (A—-7)(A+1)=0

A-7)=0-41=7
o ) 3 eigenvalues of 4
+1)=0-4=-1

Now find eigenvectors at the values of 4; as following:
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A=7 A=—

A—-ADv=0-> A-7Hv=0

(I - DBI=1o)

(G2 s29DB1- [0

75 61 [o)

3xx—+2§/y - [g]

—6x+4y=0-> —6x=—-4y > 3x =2y
3x—2y=0-3x=2y

Then (x,y)=(2,3)

Thus the eigenvectors of A when A = 7 are non-

zero vectors of form 1y = [23] ,T1 € R {0}

The §1 = {r; [i] ,T1 € R} is a subspace of RZ.

(A-—ADB=0 > (A+1Dv =0

(I &+ DBI= Lol
(Epraas)] IR K

[5 &lB- Lo

2x + 4y 0

[3x+6y]= [O]

2x+4y=0- 2x=—-4y > x = -2y
3x+6y=0-3x=-6y > x=-2y

Then (x,y)=(-2,1)

Thus the eigenvectors of A when 4 = —1 are

non-zero vectors of A form ry, = [_12]

The S, = {r, [_12] , T2 € R} is a subspace of RZ.

EX: Find eigenvalues and eigenvectors for the matrix A =

solution:
1 -3 3 1 0 O -3
A—AI=1|3 -5 3|—42«(0 1 0|= 3 -5
6 —6 4 0 0 1 —6

1 -3 3
3 -5 3
6 —6 4

3 A 0 0
3 0 42 0=
4 0 0 2

A=A ={A-D[(-5-HDA - -B+*-6)]-(-3)[3)4 -2 -(B+*6)]

+)[B*—6) - (=5 -21)(6)]}

={(1-D[(-5-21)@—-2) —12] +3[(3)(4 — 1) — 18] + (3)[-18 + 30 + 6]}

={@-DI5-D@A-H-12]+
={(1-2)[-20+51—-42+ 2% -

=-23+121+16

[(36 —94) — 54] +

[—54 + 90 + 184]}

12] + 36 — 92— 54 — 54 + 90 + 184}
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—2*+1244+16=0 po—) 1°-41-81-16=0 ) (13-41)-(81+16)=0
A22-4)-8(A+2)=0 o)1+ 2)(A1-2)—-81+2)=0

(A+2)(A(A—2)—8) =0 =) (1 +2)(A2-21—-8)=0 =) (1+2)(A1+2)(1—4)=0
A+2)=0 =) (1=-2) , (1—-4)=0 ) (] =4)

Now find eigenvectors at the values of ; as following:

Thus the eigenvectors of A when A = 4 are non-

zero vectors of form ry = ,7T1 € R {0}

= N =N |

The §; ={r ,T1 € R}is a subspace of R3.

=N =N

A=4 A=—
(A—ADB=0 > (A—4Dv =0 (A-ADu=0 - (A+2Dv =0
-3 3 4 0 O]\[x -3 3 X 0
(R B ER |
-6 4 0 0 41/1z -6 4 z 0
-3 -3 3 -3 3\ ¥
[3—9 3][] [ 3—33[}’l=0
6 —6 0 6 —6 6l/lz 0
[—3x — 3y + 32] [3x — 3y + 32] 0
3x—9y+3z | = [0] 3x—3y+3z|= |0
6x — 6y 0 [6x — 6y + 6z 0
—-3x—-3y+3z=0 3x—-3y+3z=0
3x—9y+3z=0 3x—3y+3z=0
6x — 6y =0 6x —6y+6z=0
Then (x,y,2)=(%,2,1) Then (x,y,2)=(0,1,1)
Thus the eigenvectors of A when A = —2 are non-

zero vectors of A formr, = [1], 3 € R {0}

0
The Sz = {Tz [1

] ,T2 € R}is a subspace of R3.
1
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Complex Eigenvalues

It turns out that the eigenvalues of some matrices are complex numbers, even when the matrix only contains real
numbers. When this happens the complex ew’s must occur in conjugate pairs, i.e., M =atpi

The corresponding ev’s must also come in conjugate pairs: w=u+tvi

Ex: Find eigenvalues and eigenvectors for the matrix A = [2 _(ﬂ

. _ [0 -1y _ 1 01_10 —-1]1_p[4 01_[-4 -1
solution: A—-AI= [1 0] A*[O 1= [1 O] [O = [ 1 _/1]
|A—AIl = (—2)(=4) — (1 * —1) = A% + 1 (This called characteristic polynomial)

characteristic polynomial 42 +1=0 - 2% = -1 = +i

A=+i
. eigenvalues of 4
A=—i

Now find eigenvectors at the values of 4 ; as following:

A=i

(A-2DB=0 > (A—iDv =0
(I 1=l “DBI- [l
(i ZDBI-= [l
-0

Then (x,y)=(1,—i)

Thus the eigenvectors of A when A = i are non-

zero vectors of form rq = [ 1] , 71 € R{0}

Z
The eigenspace = {[ i} ] ,Z1,Z, € R}
4]

A=—i

(A—ADB=0 - (A——il)y =0
(5 1=l ZDBI= (Gl
(7" ~DBI- [

Then (x,y)=(1,i)

Thus the eigenvectors of A when A = i are non-

zero vectors of form r, = [ 11] ,T2 € R {0}

V4
The eigenspace = {[izl ] ,Z1,Z, € R}
2
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Complex Eigenvalues

Notes:

= Aneigenvalue of a A,,,, is a root of the characteristic polynomial.

* There are n distinct eigenvalues A of A because det(4 — AlI) = 0.

= If A be an upper triangular or lower triangular or diagonal matrix then its eigenvalues are the diagonal
elements.

* If A be a square matrix then 4 and AT have the same eigenvalues.

= |f A be a square matrix then |A4]| is equal to the product of all eigenvalues of A.

= The set of all the eigenvalues of A is referred to as the spectrum of A and denoted by (A) and the
maximum modulus of the eigenvalues is called spectral radius and denoted by p(A4):

p(4A) = max|A|, Aev(A)

H.W1/ Find all eigenvalues and their eigenspace for A = E _02] ,B = [ 2 _1]?

-4 2
4 -1 6
H.W 2/ Given that 2 is an eigenvalue for = [2 1 6] , Find a basis of its eigenspace?
2 -1 8
4 2 7 4 6
H.W 3/ Find eigenvalue and a basis of each eigenspace for: (a) A = [_3 9 ] (b)B=|-3 -1 -8|.
0 0 1

Cayley-Hamilton Theorem

Arthur Cayley (16 August 1821-26 January 1895) was a British mathematician.
Let A be a square (n X n) matrix with characteristic polynomial
pAD)=1"+c A"+t A+c,and A"+ c A1+ o+ CpiA+c, =0
Then A™ + c; A" 1+ 4+ cp 1A+ cpl, =0
Theorem: Let A be an (n X n) matrix with a characteristic equation
(A —AD)| = A(2)
= (D" + Cpo A"+ A+ ¢
=0

A(A) = (_1)71An + Cn_lAn_l + -+ ClA + Col
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EXx 4: Apply Cayley-Hamilton Theorem on matrix A = [; ; ?

A 2

solution: P(1) = 1= Y 1-2)D2-21)-6

3 2
—2—-1—-214+22—-6
P(A) ol (1) 3522l 25xa b (A) b simall m o
p(A) = A% — 34 — 41
21l 2] .1 21 L[ 0
p4) =3 2”3 2] 3[3 2] 4[0 1]

v =[37¢ 1al-ls ¢l 4l

=[5 ol-l5 [0 4=l o
EX 5: Apply Cayley-Hamilton Theorem on matrix A = [_01 g]?

solution: A2 —(tr.A)A +det.A=0
A2 —=31+[(0x3)—(-1%x2)]=0
A2—314+2=0

A>—3A+21=0

AL Il el -0

-1 31 -1 3 0 0
6 g 1 2 3
H.W4 / Apply Cayley-Hamilton Theorem on matrix for: (a)Az[4 _6],(b)B= 0 2 2].
0 0 -3
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Eigenvalues and Eigenvectors of symmetric matrix

A matrix is symmetric if it is equal to its own transpose, in symmetric matrix the upper right left and
the lower left half of the matrix are mirror images of each other about the diagonal. A(n X n) symmetric
matrix not only has a nice structure, but it also satisfied the following:

e It has exactly n eigenvalues (not necessary distinct).

e There exists a set of n eigenvectors, one for each eigenvalue, that are mutually orthogonal.

e A symmetric matrix has n eigenvalues and there exist linearly independent eigenvectors (because
of orthogonal) even if the eigenvalues are not distinct.

EX6: Find eigenvalues and eigenvectors for the matrix A = [g g ?
R A T B AR Y

JA—=AIl=(5-2)(5-2)-(3%3)=42-101+25-9=21%2-101+16
=(A-8)(1-2)=0->1=8,2

Now find eigenvectors at the values of 4 ; as following:

A=8 A=2

(A—ADB=0 - (A—8Dv =0 (A—ADB=0 > (A-2Dv =0
(; -l eDBI-=[Gl (; 51-05 2DBI- Gl
5 ZDBI= ) (5 3DBI= Lo

3x—3y | lo 3x+ 3y lo
—3x+3y=0 3x+3y=0

3x—3y=0 3x+3y=0
Then (x,y)=(1,1) Then (x,y)=(1,-1)
Thus the eigenvectors of A when A = 8 are non-zero Thus the eigenvectors of A when A = 2 are non-zero
vectors of form r{ = [ﬂ ,T1 € R /{0} vectors of form 1, = [_11] , T2 €R /{0}

) Z, . [ Z,
The eigenspace = {[Z ] ,Z1,Z, €ER} The eigenspace = {[ _1 ] ,Z1,Zy €ER}
2

Thus we have two orthogonal eigenvectors [ﬂ and [_11] (linearly independent).
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EXx7: Apply Cayley-Hamilton Theoremon A= |2 2 —2| and then find A~ and A3 ?
1 0 1

solution:
P(1) = A3 — (trace of A) 22 + (sum of minors of diagonals of A)A — det.A =0
(traceof A) =4+2+1=7

21 14 1.4 3| _
|0 1|+|1 1|+|2 2|‘2+3+2‘7
det. A =4[(2*1)-(0%-2)] -3[(2*1) - (1*-2)] + 1[(2*0)-(2*1)]=4[2] — 3[4] +[-2]=8-12-2 = - 6

PAD=AB3—-712+71+6=0

(sum of minors of diagonals of A) =

By Cayley-Hamilton Theorem:
A3 —T7A*+7A+6=0
Find A~ multiply by A~1

A> —T7A+74+6471=0

—1___1 2 _
ATh=—— (A2 —TA+ D)

1 4 3 23 18 -1
A2 =A% A= —21*|2 2 —2 10 10 —4
2
-1 23 0
A_1=?(10 —7 +70 1 (1]))
5 0 0 1
-1 2 -3 -8
-1
A =? —4 -11 10]
-2 3 2
Find 43

A3 —T7A>+7A+6=0
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A3 =74 —7A -6l

23 18 1 0 0

A3 =7 10 10 ] I ] 6[0 1 0]

0 0 1
(161 126 -7 28 21 6 0 O
A>=|70 70 -28 I14 14 —14] — IO 6 O]
135 21 14 7 0 7 0 0 6

127 105 —14]
A3=|56 50 —14
[ 28 21 1]

EX8: Use the cayley-Hamilton theorem to calculate A° for A = [ > _3] ?
solution:
A% — (tr.A)A +det.A=0
A2—[54+2]2+[(5%2)— (—6*-3)] =
A2—71-8=0
A2 —74-81=0
A2 =7A+8I
At = (4%)% = (7A + 8])?
A* = 4942 + 2(7A)(8I) + 6412
A* =49 A% + 1124 + 6417
A* = 49(7A + 8]) + 1124 + 6412
A* = 3434+ 3921 + 1124 + 6412
A* = 4554 + 4561

A® = A*A = 455A* + 4564
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A5 = 455(7A4 + 8I) + 4564

A° = 3641A + 36401

-3
2

_ [18205+ 3640 —10923+0
—21846 7282 + 3640

_ [ 21845 —10923
—21846 10922

as=3641 > ] +3600 [; V]
A5

AS

H.W.5: Using Cayley-Hamilton Theorem to find A~ and A3 of A= [g g] ?
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Applications of Eigenvalues and Eigenvectors

In this section some applications of eigenvalues and eigenvectors are introduce to
illustrate the importance of topic.

Positive Definite Matrices

A symmetric (n x n') real matrix A is said to be positive definite if the scalar(vTAv ) is
positive for every nonzero column vector v of n real numbers. However, a Hermitian
matrix A is said to be positive definite if the scalar (vTAv) is real and positive for all
nonzero column vector of complex numbers.

EX10: Find if the following matrices are positive definite:

2 -1 0
NN
0 -1 2

Solution:

The identity matrix [ = [(1) (1)] Is positive definite because a real matrix, it is symmetric,

and for any non-zero column vector v with real entries a and ,
T A1y — 1 011a1_ 2 2
viAv = [a b][O 1”b]—a +b

IS positive but as a complex matrix, for any non-zero column vector v with complex entries
aand b,

viAv = [a*  b*] [(1) (1)] [Z] = aa* + bb* = |a?||b?|

IS positive and one of aand b is not zero.

2 -1 0
The symmetric matrix B = [—-1 2 —1] Is positive definite because a real matrix, and
0 -1 2

for any nonzero column vector v with real entries a, b and c.
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2 -1 0]pa
viAv=[a b c] [—1 2 —1] H
0 -1 21l

a
=[(2a —b)(—a+ 2b —c)(—b + 2¢)] [b]
c

= 2a? —ab — ab + 2b? — bc — bc
=a’+ (a®* — 2ab + b?) + (b* —2ac +c®)+c?> =a*+ (a+ b)* + (b — ¢)* + ¢?
So, this is positive.

Other way to knowing the matrix is positive definite or not illustrated in the following
definition.

Definition

A symmetric (n X n ) real matrix A is said to be positive definite if all the eigenvalues of
the matrix A is positive.

EXx11: The following matrix A = B ;] IS positive definite, by using eigenvalue method.

Solution:
IA—AIl =0 —>|1;’1 1E1|=0—>(1—/1)(1—/1)—4=o
1-1—2A+42-4=0->-3-21+4%2=0
A2-21-3=0
A-3)a+1D =0
So, the eigenvalueis: 4 =3,—-1

So, the matrix (A) is not positive definite matrix.

2023-2024 | Saja B. Mohammad, Dina M. Abd, Doaa N. Jassim



< Diyala University / College of Education Al-Muqdad
;7 L'«W)i""\ Mathematics department/ 4th Stage Time: (4) Hours
P o-mo G Subject: Applied Mathematics Year: 2023- 2024

L3 3
%
L )\V
Latege @

Positive Semi Definite Matrices

A symmetric (n X n) real matrix is said to be positive semi definite if the scalar
(vTAv = 0) i.e. (non- negative) for every nonzero column vector v of real n numbers but
If A is complex matrix A4 then is said to be positive semi definite if the scalar (v Av > 0).

EXx12: The following matrix A = [8 (1)] IS positive semi definite?
Solution:
A = AT DK (po Alilaio 46 gdenall o) ST -Y o

e-fh g

vTAv = [a b][g 2][Z]zo=[o+o 0+5] 3]

0+b>=b%2=0
Yes, the matrix A is positive semi definite.

Other way to knowing the matrix is positive semi definite or not illustrated in the following
definition.

Definition

A symmetric (n Xxn ) real matrix is said to be positive semi definite if all the
eigenvalues A of the matrix Aisas 1 = 0.

Negative Definite Matrices

A symmetric (n X n) real matrix A is said to be negative definite if the scalar (v Av) is
negative for every nonzero column vector v of real n numbers. However, a Hermitian
matrix A is said to be negative definite if the scalar (v’ Av) is real and negative for all
nonzero column vector v of n complex numbers.
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-3 0 0
Ex12: If the following matrix A=| 0 —2 0] is Negative definite?
0 0 -1
Solution:
-3 0 0
AT=[ 0 -2 0] -A4=4T
0 0 -1
-3 0 0]ra a
vTAv=[a b c]| 0 -2 0 [b] =[-3a —-2b -] !b]
0 0 -—-1ltc c

Yes, the matrix A is Negative definite matrix.
Other way the eigenvalue of , by eigenvalues A:

-3-2 0 0
0 -2-2 0
0 0 -1-2

=(-3-A[(-2-A)(-1-2)—-0]-0+0=0
(=3-)(=2-D(-1-2) =0

|JA—AIl =0 - =0

A=(=3,-2,-1) <0

So, the matrix A is Negative definite matrix.

Negative Semi Definite Matrices

A symmetric (n X n) real matrix A is said to be negative semi definite if the scalar
(vTAv < 0) (i.e. non- positive) for every nonzero column vector v of real n numbers but

If A is complex matrix then A is said to be negative semi definite if the scalar (v7Av <
0).
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EX13: If the following matrix A = [8 _(1)] Is Negative semi definite?
Solution:
r_[0 O _gT
AT = [0 ~ 1] SA=A4
vTAv =[a b] [0 0] [[|=10 -p]|}]|=-b2=0
0 —11 b b =
Notes

e The example 13 above shows that a matrix in which some elements are negative
may still be positive definite. Conversely, a matrix whose entries are positive is not

necessary positive definite and the following example as,
_n o2 _[-1

C_[Z 1]Ifthev—[1]
—_— 1 211-1

viev=[-1 1|, 7|[7]

—[-1+2 —2+1][_ﬂ=[1 —1][_}]=—1—1=—2 <0

e For any real invertible matrix A4, the AT A is a positive definite.
e A symmetric matrix is a positive definite < all eigenvalues are positive.

e A symmetric matrix is a negative definite all & eigenvalues are negative.

2023-2024 | Saja B. Mohammad, Dina M. Abd, Doaa N. Jassim



i Diyala University / College of Education Al-Muqdad ram——
7 l!«\.”)'\ Mathematics department/ 4th Stage Time: (4) Hours _?r?? '
> = Year: 2023- 2024 I g
IR 2>

- -3 Subject: Applied Mathematics

i

g‘%"-'.:l-,- f‘"y

H.W.5/ Classify the following matrices as positive definite, negative definite, positive semi

definite or negative semi definite:
A=l o o= =0l o= e[ ol

e I ] N P o PRl PO A P

5 4 1 1 0 0 -5 =2
M=f4 5 1|, N=|-2 1 2|, Q=|-4 -1
1 1 2 -2 0 3 -3 0
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Diagonalization of a Matrix with Distinct Eigenvalues

Diagonalizable matrix A is a square matrix when an invertible matrix C exists such that
D = C~ 1A C is a diagonal matrix.

—10

EXx14: Prove that the matrix 4 = [; 4

] Is diagonalizable.
Solution:

A =2andv,_ny [ﬂ = [ﬂ
A, =1 and v,_1, [g] = [g]

There exists € = ﬁ g] Ccl= [_31 —25]

D=C‘1AC=[_31 _25]*[2 :}LO]*E g: [g (1)= [%1 /,?2] is a diagonal

matrix.

Ex15: Prove that the matrix A = [g __3

1 ] IS not diagonalizable.

Solution:
11 _ 11
A, = A, = 2 (Arepeated root) and v,_ v,_ 1 [1] = [1]

a matrix does not diagonalizable because it has not two distinct eigenvalues.

: -4 -6].
BXiiLet 4= |7" |
1. Prove that A is diagonalizable.

2. Find the diagonal matrix D similar to A

3. Find A4°
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Solution:
ez s [« [

=t [7]-[7]

Since has two distinct eigenvalues then A diagonalizable.

c=[7 Tler=14

e} [ G FRE b dotman
D5=[205 (1)] -

AS=CDSC 1= [‘ —2] [32 _1] [1 _1] [— —66

Notes
» The product D = ¢4 ¢ is a diagonal matrix whose diagonal elements

are the eigenvalues of A (distinct eigenvalues).

Such that for 4,,, and 4, # 4, there is diagonal matrix D = [0 N ]
2

> Ais adiagonalizable if it has linearly independent the eigenvectors.

> A issimilartoa diagonal matrix D = C"1A ¢ then A* = ¢ D* ¢!
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Orthogonally and Diagonalizable of a Matrix

exists such that D = CTA C is a diagonal matrix.

Notes:

» A square matrix is said to be orthogonally diagonalizable if A is a symmetric matrix.

» The eigenvalues of a square matrix A lies on the main diagonal of b = c A ¢ =
CTA ¢, where C is an orthogonal matrix.

X1
» Norm of vector v = [ : ] is denoted and define as follows:
le

Il =Jx§+x§ o a2

0 0 -2
EX17: Prove thatthe matrix A= 0 —2 0 | isorthogonally diagonalizable.
-2 0 3
Solution:
0] [o
Al = _2 and 171= Tl |:1“ = [1]
ol lo

log Il =02 12402 = 1

21 -1
2.2 =4 and V=15 (2) = [ 0 ]
1 2

ol = (-2 + 02+ 22 =5

(%) (%)

v Il V5

V22
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V5
Uy = 0
2
NA

2 2
/13 = -1 and V3=-T3 [O] = [0]

1 1

lvsll =/(2)2+02+12=+5

_ U3 V3
T lusll Vs
[2]
| V5]
vsz =0 |
H
\/g
0 -1 2 0 1 O
V5 V5 19 X
Thereexists C=|[1 0 0|,CT=|v5 AP
o 2 L 2 0 L
V5 V5 5 5
0 1 0 o L 2%
-1 ozl [o 0 -2 5 vs| [-2 0 0] _
D=c"Ac=|v vs|*[0 -2 of=x|1 0o o|=|0 4 o] isdiagonal matrix
2 0 Xl =2 0o 3 o =2 L 0 0 -1
V5 V5 V5 5

then 4 is orthogonally diagonalizable.

H.W.6 Find orthogonally diagonalizable for the following matrices:

02 0
A=200,B=[éi
00 1
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